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Applicant System-to-System Workshop

Thursday, March 11, 2004, 9:00 am – 1:00 pm

AIA Board Room

1735 New York Ave, NW

Washington, DC  20006

Agenda

8:30
Registration & Continental Breakfast

9:00 
Welcome

9:15
Grants.gov Overview/Update

9:30
FDP S2S Requirements Presentation





10:00
UCLA S2S Requirements Presentation

10:30
MIT Grantee Back-Office System

11:00
Break 

11:30
Grants.gov S2S Alternatives Discussion

12:00
Open Discussion

· Review Responses to MIT Questions

· Grants.gov Questions

· Next Steps

The American Institute of Architects
1735 New York Avenue, NW
Washington, DC
202-626-7300

· Located between 17th & 18th Street NW on New York Avenue NW
· Wheelchair-accessible entrance on 18th Street side
Metro
· Farrago West (Blue/Orange Line)
17th or 18th Street exit
Walk south 4 ½ blocks (cross I, H, PA Ave, G & F Streets) 

· Farrago North (Red Line)
K Street exit
Walk south 5 ½ blocks (cross Conan Ave, I, H Streets, PA Ave, G & F Street) 

Public Parking
· 2 Hour Meters located along NY Avenue and 18th Street. 
· Parking Garages locations
18th Street -Located between F & G Streets
Driving Directions 
· NE/Capitol Hill
Constitution Avenue in the direction of downtown (heading west)
Constitution will cross with Pennsylvania Avenue
Stay on Pennsylvania Avenue
Right on 17th Street
Left on New York Avenue
· Silver Spring and NW Washington
16th Street southbound in the direction of downtown (heading toward the White House)

· Turn right on I Street
Left on 17th Street (Farrago West 
· Metro)
Right on New York Avenue (after you cross H, PA Ave, G & F Streets)
· Upper NW/Bethesda
Connecticut Avenue southbound
Connecticut will become 17th after crossing K Street
Follow 17th Street southbound
Right on New York Avenue (after crossing I, H, PA Ave, G & F Streets)
· Springfield/Alexandria
395 northbound
Take 12th Street exit (stay in left lane)
Turn left on Constitution Avenue
Right on 17th Street
Left on New York Avenue
· Vienna/McLean
66 East
Stay in left lane (Theodore Roosevelt Bridge)
Take E Street exit
Left on 17th Street
Left on New York Avenue
· Falls Church/Arlington
50 East (in the direction of DC)
Follow 50 to the Theodore Roosevelt Bridge
Follow directions above for Vienna/McLean

AIA Preferred Local Hotel List

(As of July 2003)

· St. Gregory Hotel & Suites

11 blocks from Farrago North

2033 M Street, NW

P – 202/530-3600

· One Washington Circle Hotel
11 blocks from Foggy Bottom 

One Washington Circle, NW

P – 202/872-1680

· The River Inn

10 blocks from Foggy Bottom

924 25th Street, NW

P- 202/337-7600

· Softie Lafayette Square

7 blocks from McPherson Square

805 15th Street, NW

P – 202/730-8800

Grants.gov

Questions for Applicant Community

1. Does the applicant’s grant system support electronic submission?  If so, how many applications have been submitted?  What Agencies were they submitted to?

2. What is the volume of applications expected per year from the applicant system?

3. What is the volume of applications that may be submitted for a single grant opportunity?

4. What percentage of applications is submitted on the due date for the opportunity?

5. What applicant/application data does the applicant system capture now?

6. How does the applicant input data for grant opportunities?

7. How does the applicant system currently adapt to the ever-changing agency forms and opportunities?  

8. How does the applicant system adapt to agency specific forms based on opportunities?

9. Is there a generic or base set of forms that most opportunities utilize?  If not, how often do new forms appear?

10. Can your infrastructure support a ticketing or pull-model approach via Soap with Attachments?

11. Are there specific Agencies or types of opportunities who would be good candidates for a S2S interface?

Massachusetts Institute of Technology

Questions on Grants.gov System-to-System Interface

1. What protocol will be used for messaging?

The protocol for messaging includes SOAP v1.1 with Attachments over https.  

2.  How many types of messages are anticipated and do you have any idea how many are required?

It has not been decided yet.

3. Will grants.gov take any proposal from an authenticated server?

Yes, we will take any proposal for a published Grants.gov application package.  Submitting systems will be required to authenticate themselves using mutual authentication.  We are seeking feedback to proceed with the detail design.

4. If not, what authentication method will be used for users?

Proposals must come from an authenticated server.

5. If the user has to authenticate, where will the registration take place?

Undecided.  However, we can suggest several ideas during the workshop.  

6. Will all agencies use the “person” database?


Not clear on this question.  
7. Will you provide API’s for user registration to be incorporated to our product?

We envision that Grants.gov will need to provide a mechanism for enrolling systems.
8. How will we sync the user account, PI profiles, and other authorized users?

Not designed yet.

9. What constitutes a receipt of the proposal?

Depending on the final approved design, there are two alternatives:

1. Using a push model, when the application has been received by Grants.gov.

2. A pull model, when we receive the ticket.   

10. What type of trading partner relationship will exist?  Between MIT and grants.gov or each agency?

(MIT continued)

Trading partner agreements will need to be three-way:  applicant, Grants.gov and agency.  Both Grants.gov and the agency will need to make commitments about data handshakes and schemas.  The specific type of relationship has not been developed and we are seeking industry input.

11. What happens if some ISP along the pipe to grants.gov is down?

We need, or will have to develop, a policy for receiving and delivering applications after the closing date and time, in cases of network failures, etc.  
12. What constitutes a submission?

Once Grants.gov receives a SOAP message that contains a XML document (and any additional attachments) that conforms to the posted Opportunity’s schema, and passes Grants.gov validation rules.

13. How will revisions be handled?  With the original number or an agency specific number?

Grants.gov treats every submission as a new one, and assigns a new tracking number to each.  If an applicant wishes to submit a correction, they need to include the Grants.gov and/or agency tracking number on the SF424 (or in the SF424 mol document), and indicate in the application that it is a revision.  Grants.gov does NOT utilize this information.  The revision process is between the applicant and the grant-making agency.  

14. What types of attachments are allowed to a proposal?  Only PDF?


Grants.gov allows any type of document to be attached to a proposal, unless the schema specifics a specific file type.  We anticipate that many applicants will choose to submit their attachments as PDF files in order to ensure the presentation of those attachments at the agency side (that is, avoid conversion errors).  The attachments should be sent utilizing the SOAP with Attachments v1.1 protocol.  Any attachment will be passed to the agency in its native format.  Applicants should consult the full announcement and the application instructions to determine if the granting agency has restricted or defined by the granting agency.  

15. Will you provide the APIs for status checks?  Not only for “my proposal is pending at the agency”, but status checks for things like “the agency has not yet retrieved the proposal from Grants.gov”?

Grants.gov should provide a complete listing of the status that applicants may see when the check application status (received, validated, received by agency, agency tracking number assigned, rejected with errors)

16. Will you return a unique number for us to track our proposal to the agency?

(MIT continued)

Grants.gov assigns a unique identifier for each application accepted in the system.

17. Will the agency store the grants.gov number and return us an agency specific number?

Agencies are provided the Grants.gov tracking number and have the option to assign their own unique identifier for application and provide that to Grants.gov. Grants.gov will develop a web service that allows applicants to obtain an agency tracking number, if one is assigned by the agency, by submitting a Grants.gov tracking number

18. Will agency communications come back via Grants.gov?

Acknowledgement of receipt by the agency (that is, Grants.gov has handed the authoritative copy of the application to the agency) will be provided via Grants.gov.  This is analogous to the green “return receipt” postcard delivered by the USPS to acknowledge receipt by the target agency.  In addition, as stated in the response to question 17, Grants.gov will provide the agency tracking number, if one is assigned by the agency and provided to Grants.gov.  

19. If the schema changes, what is the lead-time for universities to comply?

Grants.gov anticipates that most schema changes will be the result of agency updates to application requirements.  Grants.gov would be interested in the applicant’s thoughts on how much lead would be needed for schema changes.    

20. If the proposal is not semantically correct, does that mean we missed the deadline?

The proposal will be rejected by Grants.gov and returned to the sender with an explanation of the error.  The sender my resubmit as long as the opportunity is available on Grants.gov.  If the receipt date for submission is after the deadline date, agencies will determine if the application will be considered for funding.

21. If a token-based submission similar to NIH is used to spread the submissions out, what type of authentication will we get to ensure it is really grants.gov requesting the data?

Grants.gov will use certificate-based mutual authentication with the applicant system.  

22. How will PI signatures be obtained?  

TBD

23. What work is being done to get the agency IGs to buy off on institutional signatures constituting a complete package?  Without this, we still have to deal with hundreds of individual systems.

(MIT continued) 

TBD

24. In the PureEdge viewer, the agencies package up the required data items and attachments for the particular program, how will we know what to provide during the semantic check for the system-to-system interface?

As a minimum, applicants must comply with the requirements of the schemas. Any additional requirements found in the opportunity instructions will not be verified by Grants.gov, but will be between the grant-making agency and the applicant.

25. Will APIs to validate the agency’s program requirements so we can perform the validation of the semantic checks before the token requests transmission? 

Grants.gov will provide access to all opportunity and forms schemas.  This will allow applicant systems to verify that applicants will meet all validation checks that will be performed by Grants.gov prior to transmitting them to our system.  Additional validations performed by Agencies will not be available via Grants.gov, but should be reflected in the application instructions.

26. Assuming different programs with an agency have mandatory data but the schema has it optional since not all agencies use it, how will we get the rules to perform the necessary validation since now it is handled by the construction of the form in the PureEdge software?

The rules will be provided in the application instructions.  Grants.gov will not validate agency specific required data.  The PureEdge forms do not enforce agency specific requirements in government-wide or cross-agency data sets, i.e., SF-424 and Research and Related.

Requirements & Alternative

Submissions

Grants.Gov System-to-System Interface Design Workshop

Input from Children's Hospital Boston

Objective:

Provide an overview of the functionality necessary to effectively transmit proposals

Online from local proposal development systems to the Grants.Gov central repository.

These views have been developed through discussion with key scientific, administrative

and technical staff at Children’s Hospital Boston.

Scope:

1. Accurate, complete and secure transmission of proposals.

2. Provision of electronic receipts to sending system.

3. Provision of information on next steps by the funding agency to the sending system.

4. Definition of support mechanism to collaboratively troubleshoot problem cases.

Functionality:

1. Local system users provide final approval of proposal.

a. Final administrative approval locks all proposal sections

    except science.

b. Principal Investigator approval locks science.

2. When 1a and b have occurred, proposal is queued to send.

3. Local system notifies Grants.Gov that proposal is queued and available to be

pulled. Notification includes institution ID, proposal ID, file size and check sum.

4. Grants .Gov sends receipt to local system indicating they have received item three, certifying that submission deadline has (or has not) been met. Local system sends a copy to Office for Sponsored Programs and PI, and stores a copy in the proposal folder.

5. Grants.Gov pulls proposal at a time they determine.

6. Grants .Gov sends receipt to local system acknowledging accurate and complete receipt of proposal, or indicating existence of a problem. Local system sends copy to Office for Sponsored Programs, System Administrator and PI, and stores a copy in the proposal folder.

7. Grants.Gov stores and distributes proposal in a secure manner.

Grants.Gov System-to-System Interface Design Workshop

Input from Children's Hospital Boston

(Children’s Hospital continued)

8. If a problem in transmission is found to exist:

a. Grants.Gov retries transmission 4 times over the next 12 hours.

b. If still not resolved, Grants.Gov sends failure notice to local system.

Local system sends copy to Office for Sponsored Programs, System

Administrator and PI, and stores a copy in the proposal folder.

Other Functional Issues:

1. Technical Troubleshooting:

a. Both Grants.Gov and each local system team will identify technical staff

to drive troubleshooting efforts.

b. If transmission problems not resolved within a standard timeframe to be

determined, a paper proposal is sent.

2. Follow-up information: When a summary statement is generated by the study

section for a proposal, Grants.Gov sends this back electronically to the local

system. Local system functionality allows the Principal Investigator to determine

who, within the sending institution has access to this information. The report will

be dividable so that a larger group can access the last section while only the PI, if

desired can see the rest of the report.

Other Technical Issues:

1. Unique identifier for each proposal.

2. Algorithm to verify accurate and complete transmission of the proposal file.

3. Coordinated management of changes in proposal content requirements.

4. Confidentiality of proposal files throughout the process.

5. Security standards for local and central systems.

We appreciate the opportunity to be involved with this important project.
UCLA’s: Grants.gov System-to-System Requirements

A system-to-system interface must be standardized in architecture and functionality, and support a wide range of feeder systems to a common recipient system.  Industry standards must be incorporated using published and accepted protocols with fully defined and articulated SDLC methodology taken into account.

The Grants.gov system-to-system interface must be designed with a fully documented and tested API’s following published standards as referenced in requirement #5 below.  

The following summarizes UCLA’s expectations of a system-to-system interface and the applicable requirements:

1. A standardized data set must fully defined in order for any feeder system to extract, format and submit to a recipient system. 

2. Full identification of the technical submission process must be properly documented with full schematics, ERD’s, Data Dictionaries and Cross-Reference Tables for the recipient system.

3. A validation that the sender’s file submitted via system-to-system interfaces was received, accepted and logged by the recipient system and that a re-transmission validating such receipt is sent back to the sender’s system for sender audit logging and accounting.

4. The security channel of a system-to-system submission via web services must be fully defined using appropriate authentication and access controls with properly encrypted credentials.

5. The use of technical industry standards is highly desirable, for example:
* IEEE-Institute of Electrical and Electronics Engineers, Inc.
* W3C-The World Wide Web Consortium
* ISO-International Organization for Standards
* ANSI-American National Standards Institute
* NIST-National Institute of Standards and Technology.

6. A need to determine if the submission channel for the system-to-system will also be used to process and send system-to-system awards data using the same protocol with the standardized delivery

7. A system-to-system focus would provide an avenue that all communication must be via the system-to-system channel, thus eliminating the insecure email notifications. 

8. Clarification of the role of Grants.gov and the system-to-system process is required as part of the sender system before an analysis process can even begin.  For example, will the award data be retransmitted via Grants.gov or will it be a separate system transmission directly from the sponsor agency to the recipient?

(UCLA continued)

9. If Grants.gov is to be the entire pass-through managing the through-put of proposal and award data, the system-to-system logging at Grant.gov must be used as the date/time submission record for Federal Agency acceptance of University proposals.

10. The recipient system must be able to support high transaction volume from multiple feeder systems across various domains. 

11. Require the use of a data transmission stream from sender to sponsor via either a middleware channel or process fully through Grants.gov

12. Institute a single sender system digital certificate if PKI is used, not personal digital certificates.  Require the administration of such single sender digital certificate with the institution, thus making the institution accountable for proposal submissions.  

13. Require a sender proposal lock-down function.  Received proposal submissions by a sponsor would use date/time as a submitted proof stamp and return a ticket number (like CGAP perspective for NIH).  An identifying ticket or system file (minimal) would be used as proof on the submitters main system and may possibly provide a submission target date/time for the full file submission if not originally submitted to sponsor via Grants.gov or directly to sponsor.

14. The Recipient system must be redundant and scalable with uptime of 99.999% guaranteed.  A backup system-to-system submission process must be identified by the recipient system in order to support the potential of a 00.001% downtime: (Murphy’s Law).

15. System must have standardized API for all components, including the eventual award and contract or grant notification component.

16. The recipient system must have a standardized header record for notification, and reconciliation to senders submitting system.

17. The recipient system must support a failed submission retry efforts in an automated or validated control fashion.

18. A properly designed change control process following SDLC methodology must be in place in order for sender organizations to properly implement recipient file requirements after initial system-to-system rollout.

Penn State Position Paper

Penn State, a member of the Federal Demonstration Partnership (FDP), is pleased to submit these talking points for consideration in the development of the agenda for the Grants.gov system-to-system workshop scheduled for March 11, 2004.

As a Carnegie Doctoral/Research University - Extensive institution (receiving over 4200 awards during the last year) using an institution-wide proposal/budget development system (GAMS), we cannot emphasize how important the creation of a single, system-to-system interface to Grants.gov is to us.  The current proliferation of agency specific, web-based systems creates a significant burden to us (in terms of asserting controls, duplicative data entry, and system training).  The deployment of a single, federal-wide, system-to-system interface will be very well received.  

Penn State Supports the FDP Position Paper

Penn State supports the points made in the FDP’s position paper on the Grants.gov system-to-system interface.  In particular though, we strongly underscore the need for a central investigator registry (like the CCR/BPR for institutions) that is shared by all participating agencies.  Without this service it is difficult to imagine the Grants.gov system-to-system interface successfully scaling up.  

Implement a Model Trading Partner Agreement

We also suggest that as part of the Grants.gov system-to-system process we need to formalize those technical (for example, the schema) and management (for example, change management, trust) issues identified in the FDP’s position paper.  The analog from the EDI realm is the Trading Partner Agreement; the creation of a model agreement, ahead of system deployment, would eliminate the need for bilateral negotiations.

There are several other issues that the Trading Partner Agreement ought to address.  These include:

1. Handling of failed transactions/submission, due to:

a. Failed Grants.gov infrastructure

b. Failed submitter infrastructure

c. Failed transport infrastructure

d. Third-party intervention (DOS attack)

2. Retries in event of failed retrieval (token-retrieval system)

Harmonize Agency Requirements for Physical Signatures

Penn State maintains that it is essential to harmonize, across all agencies, the currently diverse rules pertaining to the submission of physical signatures for proposals submitted electronically; agency requirements span the continuum from no signature required to requiring the submission of original signatures.  Our recommendation is that the requirement for submission of physical signatures be eliminated and replaced by an infrastructure that enables inter-institutional trust of identity assertions.  Penn State has successfully used Shibboleth for this type of trust in both the academic (shared courses with NC State) and business (Napster authorization in lieu of credit card based authorization) arenas; of course, there are other solutions available.

(Penn State continued)
Attachments

The submission of attachments remains a particular concern for our faculty members.  Quite rightly they are concerned that their science be accurately represented to the reviewers in terms of content, resolution and color (for graphics), and format.  There are several solutions that Grants.gov could implement.  These span from mere file delivery (files of arbitrary type), to enforcing the submission of only approved file types, to providing a service to convert files to the required file type.  If Grants.gov offers a conversion service (or if the granting agency does), Penn State recommends that a process be implemented that permits submitting faculty members to review the converted document prior to final submission.  

System Capacity

Penn State recommends that Grants.gov carefully consider the system and bandwidth issues associated with the submission deadlines and either provide adequate system capacity or manage system load through other means (such as the NIH’s token-retrieval process.

Penn State welcomes this opportunity to participate in the development of the Grants.gov system-to-system interface and eagerly anticipates its deployment.

Kenneth G. Forstmeier

Director, Office of Research Information Systems

The Pennsylvania State University 

Federal Demonstration Partnership (FDP) Position Paper

on Grants.gov System-to-System Interface

The Federal Demonstration Partnership is a cooperative initiative among 10 federal agencies and 92 institutional recipients of federal funds; its purpose is to reduce the administrative burdens associated with research grants and contracts. We are pleased to provide this paper on behalf of the FDP Electronic Research Administration Standing Committee. The following represents the FDP views on high level requirements for the Grants.gov system-to-system interface for grant applications.

Vision

· Reiterate our long-standing support of the single face of government and Grants.gov.

Roles

· Grantee System

· Submits a semantically valid proposal to the Grants.gov system.  

· Grants.gov system

· Assures that the proposal was received from an authorized (trusted) server.

· Assures that the proposal is semantically valid.

· If a semantic error is discovered, inform submitting institution that an error has been identified, identify the specific error, and (if business rules permit) allow for resubmission or revision.

· Provides for transfer of the proposal to participating agencies.

· Agency system

· Receive proposals.

· (Optionally) assure semantic validity.

· If a semantic error is discovered, inform submitting institution that an error has been identified and, identify the specific error, and (if business rules permit) allow for resubmission or revision.

· Populate agency system.

· (Optionally) enforce business rules. 

· If business rules are enforced, provide mechanism to inform submitting institution that an error has been identified, identify the specific error, and (if business rules permit) allow for resubmission or a revision.

System Overview

· Trust

· Grantee to Grants.gov system trust is established.  Depending on method used (for instance, direct submission or token-based submission with subsequent retrieval) this might be one-way or two-way.  Similarly, a trust regime must be established between the Grants.gov and individual agency systems.  

· Affirmation

· Grantee affirms that any submission has been approved for submission using the controls defined by the institution (subject to controlling legal authorities).

· Submission Method

(FDP continued)

· The FDP takes no position on the specific method that Grants.gov may choose to accept proposals.  However, we do note that the token-retrieval system being used by the NIH Commons does seem to afford the ability to better manage deadline bandwidth.  

Schema Management

· Among the strengths of XML is its extensibility.  This is also a potential weakness if individual agencies can unilaterally extend the schema.  A proliferation of extended schemas will impose significant costs to the individual institutions within the grantee community as they strive to implement the various divergent schemas and the business rules that will be required to ensure that the proper schema gets used.  Likewise, Grants.gov will realize similar costs.

· We recognize that schemas evolve overtime; however, we strongly urge that changes to the schema be managed by a central authority (like Grants.gov) and that changes to the schema be released on a controlled and limited basis (for instance, no more than once a year).  The FDP also recognizes that during the period of initial system deployment, and before the system is stabilized, that changes will likely occur rapidly and often.  

· Obviously, the schema must allow for varying agency requirements.  

Implementation Issues

· Principal Investigator (PI) Registration and Identification.  Currently, most agency systems require PIs to register (obtain a system ID and password) before they can use the system.  In some, but by no means all cases, accommodations are made for an institutional official to authorize such registration.  The result is an unmanageable proliferation of IDs and passwords.  The FDP recommendation is that PIs (and all users of Grants.gov) be registered in a single system that all agency systems could then access for authentication purposes.  

· Institutional Registration and Identification.  Currently, most agency systems require institutions to register before accessing the agency system.  The result is a difficult to manage proliferation of institutional IDs and passwords.  The FDP recommendation is that the Central Contractor Registry (CCR) be used by all agency systems for institutional identification.  

Thank you for this opportunity to provide stakeholder input into this very important effort.

Jerry Stuck

Executive Director

Federal Demonstration Partnership

University of Minnesota Recommendations

INTRODUCTION:  From our perspective there are 4 critical aspects to successful B2B, or S2S activity that we would like to share with Grants.gov.

1. Asynchronous data exchange model. This is the model proposed in the NIH CGAP pilot, where file transfer occurs at the convenience of the recipient after notification by the applicant, with all events facilitated by the exchange of lightweight messages. Included in the messages would be unique system identifiers assigned to a document by both applicant and recipient systems.
<!--[if !supportEmptyParas]--> <!--[endif]-->


2. Test sites are critical. If there are new developments occurring that need testing, they should be reflected on one test site, while a test site of the current production system should also be available. This is necessary on both sides of a B2B partnership. <!--[if !supportEmptyParas]--> <!--[endif]-->


3. Provision for fallback to human contacts if the automated transfer fails. If problems arise in the daily exchange of business, there must be people on both sides who can follow through on resolving a problem.

4. Use an encrypted data transfer mechanism like either scp or http for data exchange. This assures each side that they are actually talking to the machine they want to talk to and that the data sent is kept private while in transit over the Internet. Either of the mechanisms can be automated and both have been used successfully in our B2B implementations. Using established standards for data elements, formatting and exchange (i.e. Form 424, ebXML, and SOAP) would be ideal, but should not become obstacles to the goal of realizing a functional system sooner rather than later.

I am also attaching a message that one of our programs sent to JJ Mauer at NIH when they sought feedback on their initial design. 

ATTACHMENTS 

RECOMMENDATIONS:  Below are a rough set of recommendations and rationales based on the U of M experience running a B2B E-commerce site. B2B partners have challenges similar to the electronic grant proposal submission problem. In both cases, you want speed, but can live with some delays in the event of a problem. In both cases, the format of the data (the payload) you are handing between partners is different from the partner’s internal systems, so there is the possibility of data conversion problems. The goal of both sorts of system is to minimize costs, enhance speed, while being very robust, and degrading gracefully in the event of problems.

University departments use our B2B site to place computer system orders, which are eventually passed back to the vendors as approved purchase orders to be fulfilled. We pass approved purchase orders to vendors each day, so we have a lot of experience with what goes wrong (and right) with automated inter-organization data exchanges. Our B2B system has been running for 2.5 years now and has interfaced to 6 different vendors. In the course of building the system and keeping it running we learned many lessons that should apply the electronic grant submission process.

(U. of Minnesota continued)

The Lessons:

1) The Service Provider should place files somewhere that the Agency can fetch them on demand. Under this model the Agency can schedule the transfers without having to involve the service providers and retry failed transfers at will. Anything needing synchronization between two servers run independently by different organizations is going to be very brittle. A model where service providers are given a window to initiate a push of the file to the Agency gets complex once you decide to allow for failures and retries, since there would then have to be multiple windows. The agency-fetches-at-will approach minimizes the configuration required on the service provider and the agency systems.

2) Encrypting the file transfer either via https or ssh/scp  keeps the auditors and amateur security experts happy. Https is probably more universal, but scp is very easy to configure for automated certificate-based authentication/file transfers. It isn’t important which you choose, but encryption that also identifies both ends of the transaction is a necessity.

3) As part of the registration process a service provider will need to know the name/IP address(es) of the machines that NIH uses to fetch the files from so that we can configure our firewalls to let you in. If there is any possibility that you might use more than one machine at the NIH to fetch payloads from us, please provide these machine’s addresses so we do not have to reconfigure our firewalls.

4) You may want to checksum (MD5 checks or something similar) the payload being transferred so that you can be sure you got it all. If you are going to separate the validation/parsing of the payload’s contents from the file transfer mechanism, then you need the checksum to handle cases like file truncation due to hard disk error. So...  the checksum might need to be part of the ticket so that there is end-to-end checking of the payload of the file transfer.  Alternatively, you might have the service providers provide you both the file to transfer and the checksum, but the would not handle cases where the file got mangled due to hardware problems on the service provider’s system between when they received the payload and when the Agency fetched it.

5) There needs to be provision for fallback to human contacts if the automated transfer fails. When a service provider registers they need to provide the Agency with a few (perhaps 3) human contacts. The Agency also need to provide some contacts so that the technical people at the service provider have someone to talk to when they notice a problem. The B2B purchase order exchanges we have been doing seem to have problems every three - six months (we a re doing daily transfers). See the end of this document for some example of how things can get messed up.

6) The fallback human contacts at the Service provider need to get an automated report of files pending transfer and files successfully transferred. This might be something as simple as an e-mail listing the payloads grouped by payloads awaiting transfer and payloads which have gotten a receipt of successful transfer from the Agency. If the 

(U. of Minnesota continued)

payload files were stored in the file system, and the receipt of successful transfer is also 
stored in the file system, the report is trivial to write. The status of transfers report allows the service provider to know if the agency is not picking up files, and do

something about it before the customer (the proposal writers) get too excited. We found we HAD to have a daily report of what we had transferred to the B2B vendors so that we could be sure that orders were not falling through the cracks. Many users will assume that once they let go of the order, it must have gotten to the destination, and there will probably be a similar expectation for grant proposals.

7) The simplest mechanism I can think of for the transfer is scp file transfers, with the payload files stored with the name of the ticket as their filename on a read-only file system. This should be read-only so rogue agency software can’t mess up things. When the Agency fetches the payload it would write a receipt into another directory on the file system (where it has write access). The name of the receipt would be the ticket with a suffix appended. The report is then just a compare of the two file system directory listings.  The same thing could be accomplished with a couple magic URLs if an https approach is deemed better. In that event you could call it a web service... if that helps on the political side by making this sound more state of the art and high tech.

8) You want to get the sender’s e-mail address when you issue the ticket so that the agency can notify them directly when it has gotten the payload transferred. This is how the B2B order system we built work. You also need to give receipts to the service providers so they can check on things as described in items 5 and 6 above.

9) During the development and validation phase of bringing a service provider up, you need to provide them with a test area where they can make sure that their system is interoperating with yours. Even after the system are in production, you STILL need to provide a test system so that the service providers can independently test things when they upgrade their operating system, apply security patches, feel nervous, or want to do demos.

10) Just as the Agency needs to provide a test area, the service providers also need to provide a test area so that the Agency can validate changes on it’s side. Both ends having test worlds saves a lot of anguish when something is broken, because there is a place to do testing that is not the production system. We are learning this the hard way with our early B2B partners. Since the production B2B purchase order transfers resulted in actual order being shipped we could not debug operational problems until we had test environments on both sides. Test environments running the same code a production also makes it possible to figure out who’s side has the problem.  There is a natural tendency to presume that if something goes wrong, it is in the other organization’s system, so being able to prove who has the problem is crucial to timely problem resolution. It also makes the auditors happy.

11) Prudent or paranoid Service Providers might give serious thought to immediately replicating uploaded payloads onto a second server located in a different building, so that a single hardware failure does not put them out of business. In fact, the truly paranoid service provider might not ask for a ticket from the Agency until after they have 
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the payload stored in more than one place. This level of paranoia might not necessary if be the Agency could produce a list of tickets issued, so that the service provider could go and humbly ask each person who’s payload was lost if they could give it to them again since the server lost it. Even though RAID drive arrays are 

commonly used, unless you have a hot spare CPU and a credible disaster recover plan, it may be hard to guarantee that no payloads are lost while they are waiting at the service provider for the Agency to come and fetch it.

 Failure modes we have observed in B2B exchanges:

----------------------------------------------

 1.) The time changed (daylight savings time switchover), and a vendor set the clock on their NT system in the wrong direction. Because of this time mismatch, their system rejected orders since they were arriving too early based on the timestamp.

2.) The site certificates for https are only good for a year. No humans look at the logs where the warnings about soon-to-expire certificates are written on the server. The systems can't talk after the certificate expires, and it takes a while to get a new certificate and install it.

3.) The vendor's tech staff updates part of their system, but do not mention it to anyone. The B2B transfer stops working. A clearly inadequate change control process is at fault, but you can’t enforce change control on another independent organization. Being able to prove which system has the problem with the test site is a good thing here.

4.) Extensive log files are written, but never rotated. The file system fills to 100% and the system locks.

5.) A new version of some support libraries are installed on our system. We don't realize that this will break the B2B application until the users complain.

6.) Network problems somewhere between the B2B partners. This can be worked around if things are not time critical, but we have to assume that the network sometime breaks significant amounts of time.

7.) An operator in the machine room accidentally hits the emergency power shutdown switch. This powers off the machine room (since it overrides the UPS). Another time, an electrical substation died, and there was such a long power outage that the UPS eventually gave out.

8.) Our B2B partner's code allocates but never releases some memory.  After all RAM and virtual memory fill, the system locks (this takes a couple months). Rebooting the NT machine the vendor located at our site to facilitate order transfer fixes the problem until the next time. Eventually, the vendor arrives with improved software and they install this. Months pass, until a new SSL site certificate must be installed. The install requires a reboot, but when the system comes up, the OLD version of the Java code is running again, since the installer didn't install their software correctly... so the system fails again.

9.) In the early days there we a number of cases where orders failed not because of payload transfer problems, but because of bizarre data in the order. Again, a test world is very helpful, since it is a way to debug these problems.
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